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Event sequence vs other series
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time series event sequence

DNA sequence

3 11

discretization



Event data vs time series?
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Discrete events in continuous time
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Event data for point process
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A variety of applications

— infection and spread of contagious diseases (spatial info)

— sequence of retweets in Tweeter (spatial info)

— sequence of user queries submitted to a search engine (content info)

— earthquakes with magnitudes with locations: spatial-temporal event

modeling

Goals of temporal event modeling

— studying the mechanisms that give rise to the dynamics of the
recurrence of events

— predicting the dynamics of events in the future based on event
history

— designing intervention and control measures to steer the dynamics of
events to desirable outcomes



Underground Water Pipe Failure Data
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Management and maintenance of aging infrastructures

700K underground water pipes of a large Asian city: preventative

rehabilitation and replacement are the key activities for pipe asset

management

Understanding of the failure mechanism in repairable pipes and

modeling the stochastic behavior of the recurrences of pipe failure



Armed Conflict Location and Event Data (ACLED)
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36.3% dyadic events in the Afghan dataset are without the actor

information

an event with civilian casualty is observed but we did not observe who

carried out the act

Event attribution: infer the missing actors of events of which only the

timestamps are known based on retaliation patterns [Zammit, et al. 2012]



Space-time Point Process Models for Earthquake(ETAS)
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event sequences with space and magnitude information [Ogata, 1988].
Ogata, Y. (1988). Statistical models for earthquake occurrences and residual analysis for point 
processes. J. Amer. Statist. Assoc. 83 9–27. 



Information propagation in Social Networks
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Multiple memes are evolving and spreading through the same network

Explore the content of the information diffusing through a network

Simultaneous diffusion network inference and meme tracking

[Li et al 2014]

[1] Learning parametric models for social infectivity in multidimensional Hawkes processes. In AAAI, 2014
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Event data for point process
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Conditional intensity

event number history



Classical model of point process
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Poisson processes:

Terminating point processes:

Self-exciting (Hawkes) point processes:

Self-correcting processes:



Multi-dimensional Hawkes process
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Intensity of multi-dimensional Hawkes process: given

event data 𝑡𝑖
𝑚

𝑖 𝑚=1
𝑀

where 𝜇𝑑 ≥ 0 is the base intensity for the 𝑑-th Hawkes

process

The coefficient 𝛼𝑑𝑑𝑖 captures the mutually exciting

property between the 𝑑𝑖-th and the 𝑑-th dimension. It

shows how much influence the events in 𝑑𝑖-th process

have on future events in the 𝑑-th process.

𝜆𝑑 = 𝜇𝑑 + ෍

𝑖:𝑡𝑖<𝑡

𝛼𝑑𝑑𝑖𝑒
ሻ−𝛽(𝑡−𝑡𝑖



Maximum-likelihood estimation for MHP
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log-likelihood: 

log 𝐿 = ෍

𝑑=1

𝑀

෍

𝑡𝑖,𝑑𝑖 |𝑑𝑖=𝑑

log 𝜆𝑑𝑖 𝑡𝑖 −න
0

𝑇

𝜆𝑑 𝑡 𝑑𝑡

= σ𝑖=1
𝑛 log 𝜇𝑑𝑖 + σ𝑡𝑗<𝑡𝑖

𝛼𝑑𝑖𝑑𝑗𝑒
−𝛽 𝑡𝑖−𝑡𝑗 − 𝑇σ𝑑=1

𝑀 𝜇𝑑 − σ𝑑=1
𝑀 σ𝑗=1

𝑛 𝛼𝑑𝑑𝑗𝐺𝑑𝑑𝑗 𝑇 − 𝑡𝑗

≥෍

𝑖=1

𝑛

𝑝𝑖𝑖 log
𝜇𝑑𝑖
𝑝𝑖𝑖

+෍

𝑗=1

𝑖−1

𝑝𝑖𝑗 log
𝛼𝑑𝑖𝑑𝑗𝑒

−𝛽 𝑡𝑖−𝑡𝑗

𝑝𝑖𝑗
− 𝑇෍

𝑑=1

𝑀

𝜇𝑑 −෍

𝑑=1

𝑀

෍

𝑗=1

𝑛

𝛼𝑑𝑑𝑗𝐺𝑑𝑑𝑗 𝑇 − 𝑡𝑗

= 𝑄(𝜃|𝜃𝑙ሻ

Jensen equality

EM algorithm

[Zhou et al 2013]

Learning Social Infectivity in Sparse Low-rank Networks Using Multi-dimensional Hawkes Processes. In AISTATS 2013



Maximum-likelihood estimation

So for E-step
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𝑝𝑖𝑖
(𝑘+1ሻ

=
𝜇𝑑𝑖
(𝑘ሻ

𝜇𝑑𝑖
(𝑘ሻ

+ σ𝑗=1
𝑖−1 𝛼𝑑𝑖𝑑𝑗

(𝑘ሻ𝑒−𝛽 𝑡𝑖−𝑡𝑗

𝑝𝑖𝑗
(𝑘+1ሻ

=
𝛼(𝑘ሻ𝑒−𝛽 𝑡𝑖−𝑡𝑗

𝜇𝑑𝑖
(𝑘ሻ

+ σ𝑗=1
𝑖−1 𝛼𝑑𝑖𝑑𝑗

(𝑘ሻ𝑒−𝛽 𝑡𝑖−𝑡𝑗

The probability that the 
event 𝑖 is triggered by 
the base intensity 𝜇

The probability that the 
event 𝑖 is triggered by 
the event 𝑗



Maximum-likelihood estimation

For 𝛽, if 𝑒−𝛽(𝑇−𝑡𝑖ሻ ≈ 0
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𝛽 𝑘+1 =
σ𝑖>𝑗 𝑝𝑖𝑗

𝑘+1

σ𝑖>𝑗(𝑡𝑖 − 𝑡𝑗ሻ𝑝𝑖𝑗
𝑘+1

M-step (do partial differential equation for 𝜇 and 𝛼)

𝜇𝑑
(𝑘+1ሻ

=
1

𝑇
෍

𝑖=1,𝑑𝑖=𝑑

𝑛

𝑝𝑖𝑖
𝑘+1

𝛼𝑢𝑣
(𝑘+1ሻ

=
σ𝑖=1,𝑑𝑖=𝑢
𝑛 σ𝑗=1,𝑑𝑗=𝑣

𝑖−1 𝑝𝑖𝑗
(𝑘+1ሻ

σ𝑗=1,𝑑𝑗=𝑣
𝑛 𝐺 𝑇 − 𝑡𝑗



Application
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For 𝛼𝑖𝑗, influence from dimension 𝑖 to 𝑗

Social Infectivity

If high dimension, overfitting for 𝑨 = [𝛼𝑖𝑗]

Sparse Low-rank Networks [1]

regularize the maximum likelihood estimator

𝐴 ∗ is the nuclear norm of matrix A, which is

defined to be the sum of its singular value

min
𝐴≥0,𝜇≥0

−𝐿 𝐴, 𝜇 + 𝜆1 𝐴 ∗ + 𝜆2 𝐴 1

[Zhou et al 2013]

[1] Learning Social Infectivity in Sparse Low-rank Networks Using Multi-dimensional Hawkes Processes. In AISTATS 2013



Information propagation with MHP
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Deep point process
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In traditional way, you have to design the marked

conditional intensity (or the temporal conditional

intensity and density for the marked data) and find its

tailored learning algorithm.

But in deep point process, it is much easier while using

RNN (or LSTM and other deep model).



Deep point process
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Architect
[Nan et al 2016]

Recurrent marked temporal point processes: Embedding event history to vector. In KDD, 2016.

f*: conditional density function



Deep point process
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For time prediction

The simplest: Gaussian distribution (MSE)

ǁ𝑡𝑗+1: the real timestamp of 𝑗 + 1

Shortcoming 1: can not get its analytical intensity

Shortcoming 2: the distribution of 𝑡𝑗+1 has a probability

that 𝑡𝑗+1 < 𝑡𝑗

𝑓 𝑡𝑗+1 ℎ𝑗 =
1

2𝜋𝜎
exp

− 𝑡𝑗+1 − ǁ𝑡𝑗+1
2

2𝜎2



Deep point process
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So other conditional assumptions besides Gaussian

distribution is OK such as exponential distribution.

Method 2 for time prediction: intensity assumption

For example with intensity based on three terms:

The first term: represents the accumulative influence from the

marker and the timing information of the past events

𝜆∗ 𝑡 = exp(𝐯𝐓 ∙ 𝒉𝑗 + 𝑤 𝑡 − 𝑡𝑗 + 𝑏ሻ

past influence current influence base intensity



Deep point process
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The second term emphasizes the influence of the current

event 𝑗

The last term gives a base intensity level for the occurrence

of the next event.

The exponential function outside acts as a non-linear

transformation and guarantees that the intensity is positive.

𝜆∗ 𝑡 = exp(𝐯𝐓 ∙ 𝒉𝑗 +𝑤 𝑡 − 𝑡𝑗 + 𝑏ሻ

past 
influence

current
influence

base 
intensity



Deep point process
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MLE for Marked RNN Point Process

𝐿 =ෑ

𝑗=1

𝑛

𝑓(𝑡𝑗+1, 𝑦𝑗+1|𝒉𝑗ሻ =ෑ

𝑗=1

𝑛

𝑓(𝑡𝑗+1|𝒉𝑗ሻ ∙ 𝑃(𝑦𝑗+1|𝒉𝑗ሻ

log 𝐿 =෍

𝑗=1

𝑛

𝑓(𝑡𝑗+1|𝒉𝑗ሻ +෍

𝑗=1

𝑛

𝑃(𝑦𝑗+1|𝒉𝑗ሻ



Deep point process
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The density 𝑓∗(𝑡ሻ for event 𝑗 + 1

Prediction method 1: the exception of 𝑡𝑗+1

Can not get the analytical result and only numerical

integration techniques can be used.

Ƹ𝑡𝑗+1 = න
𝑡𝑗

∞

𝑡𝑓∗ 𝑡 𝑑𝑡

𝑓∗ 𝑡 = 𝑓 𝑡|ℎ𝑗 = 𝜆∗ 𝑡 exp(−න
𝑡𝑗

𝑡

𝜆∗ 𝜏 𝑑 𝜏ሻ

= exp{𝐯𝐓 ∙ 𝒉𝑗 +𝑤 𝑡 − 𝑡𝑗 + 𝑏 −
1

𝑤
exp 𝐯𝐓 ∙ 𝒉𝑗 + 𝑤 𝑡 − 𝑡𝑗 + 𝑏 − exp 𝑣𝑇 ∙ ℎ𝑗 + 𝑏 }



Deep point process
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Prediction method 2: the simulation way

Recall the inversed method

For a temporal point process {𝑡1, 𝑡2, … , 𝑡𝑛} with conditioned 
intensity 𝜆∗(𝑡ሻ and integrated conditional intensity as:

Then {𝛬 𝑡𝑗 } is a Poisson process with unit intensity. In other

words, the integrated conditional intensity between inter-event 
time 

is exponentially distributed with parameter 1.

𝛬 𝑡 = න
0

𝑡

𝜆∗ 𝜏 𝑑𝜏

𝛬𝑡𝑗 𝑡𝑗+1 ≔ 𝛬 𝑡𝑗 , 𝑡𝑗+1 = 𝛬 𝑡𝑗+1 − 𝛬 𝑡𝑗



Deep point process
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So if given timestamp 𝑡𝑗 and function 𝛬𝑡𝑗 𝑡𝑗+1 is known

Then we can predict 𝑡𝑗+1 with the inversed method

Given 𝑠~𝐸𝑥𝑝(1ሻ (i.e. 𝑠 = − log 1 − 𝑢 , 𝑢~𝑢𝑛𝑖𝑓𝑜𝑟𝑚(0,1ሻ )

then

Apparently 𝛬𝑡𝑗 𝑡𝑗+1 = 𝛬 𝑡𝑗 , 𝑡𝑗+1 satisfies that

Then

Ƹ𝑡𝑗+1 = 𝛬𝑡𝑗
−1(𝑠ሻ

𝑠 = 𝛬 𝑡𝑗 , 𝑡𝑗+1 = 1
𝑤

exp 𝐯𝐓∙𝒉𝑗+𝑤 𝑡𝑗+1−𝑡𝑗 +𝑏 −exp 𝑣𝑇∙ℎ𝑗+𝑏 = − log 1 − 𝑢

Ƹ𝑡𝑗+1 = 𝑡𝑗 +
log exp 𝐯𝐓 ∙ 𝒉𝑗 + 𝑏 − 𝑤 log 1 − 𝑢 − (𝐯𝐓 ∙ 𝒉𝑗 + 𝑏ሻ

𝑤



Marked RNN Point Process 
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Median sampling when 𝑢 = 0.5

Quantile Interval Estimation. Given significance 𝛼

For example, when given significance 𝛼 = 0.1, it

means that there is 90% that the event 𝑡𝑗+1 is in

the interval in theory.

Ƹ𝑡𝑗+1 = 𝑡𝑗 +
log exp 𝐯𝐓 ∙ 𝒉𝑗 + 𝑏 + 𝑤 log 2 − (𝐯𝐓 ∙ 𝒉𝑗 + 𝑏ሻ

𝑤

Ƹ𝑡
𝑗+1

(
𝛼
2
ሻ
= 𝑡𝑗 +

log exp 𝐯𝐓 ∙ 𝒉𝑗 + 𝑏 − 𝑤 log 1 − 𝛼
2

− (𝐯𝐓 ∙ 𝒉𝑗 + 𝑏ሻ

𝑤

Ƹ𝑡
𝑗+1

(1−
𝛼
2
ሻ
= 𝑡𝑗 +

log exp 𝐯𝐓 ∙ 𝒉𝑗 + 𝑏 − 𝑤 log
𝛼
2

− (𝐯𝐓 ∙ 𝒉𝑗 + 𝑏ሻ

𝑤

[ Ƹ𝑡
𝑗+1

𝛼
2 , Ƹ𝑡

𝑗+1

1−
𝛼
2 ]
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5. Embedding for multi-dimensional TPP



Wasserstein-Distance for PP
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W1 𝑃𝑟 , 𝑃𝑔 = inf
𝜓∈𝛹(𝑃𝑟,𝑃𝑔ሻ

𝐸{𝜉,𝜌}~𝜓 𝜉 − 𝜌 ∗

The Wasserstein distance between distribution of two point 
processes is:

𝛹 denotes the set of all joint distributions whose marginals are 𝑃𝑟, 𝑃𝑔. 

The distance between two sequences 𝜉 − 𝜌 ∗need further 
attention. Take 𝜉 = {𝑥1, … , 𝑥𝑛} , 𝜌 = {𝑦1, … , 𝑦𝑚} and with a 
permutation 𝜎, w.l.o.g. assuming 𝑛 ≤ 𝑚

𝜉 − 𝜌 ∗ = min
𝜎

෍
𝑖=1

𝑛

𝑥𝑖 − 𝑦𝜎(𝑖ሻ +෍
𝑖=𝑛+1

𝑚

𝑠 − 𝑦𝜎(𝑖ሻ

𝑠 is a fixed limiting point in border [Xiao et al 2017]

[1] Wasserstein learning of deep generative point process models. In NIPS, 2017.



𝜉 − 𝜌 ∗ is a distance
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It is obvious in nonnegative and symmetric

triangle inequality : assume 𝜉 = {𝑥1, … , 𝑥𝑛} , 𝜌 = {𝑦1, … , 𝑦𝑘} and

𝜍 = {𝑧1, … , 𝑧𝑚} where 𝑛 ≤ 𝑘 ≤ 𝑚, define the permutation

We know that



𝜉 − 𝜌 ∗ is a distance
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Therefore, we have that

Same on the real line



Wasserstein-Distance for TPP
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∙ ∗distance between sequences

Interestingly, in the case of temporal point process in [0, 𝑇] for
𝜉 = {𝑡1, … , 𝑡𝑛} , 𝜌 = {𝜏1, … , 𝜏𝑚} is reduced to

𝜉 − 𝜌 ∗ = ෍
𝑖=1

𝑛

|𝑡𝑖 − 𝜏𝑖| + 𝑚 − 𝑛 × 𝑇 −෍
𝑖=𝑛+1

𝑚

𝜏𝑖



Wasserstein-Distance for TPP
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Dual Wasserstein distance (event sequence)：

Choose a parametric family of functions 𝑓𝑤 to approximate 𝑓

Combine the objective of the generative model 𝑔𝜃 as min W1 𝑃𝑟 , 𝑃𝑔

W1 𝑃𝑟 , 𝑃𝑔 = sup
𝑓 𝐿≤1

𝐸{𝜉,𝜌}~𝑃𝑟 𝑓 𝜉 − 𝐸𝜌~𝑃𝑔 𝑓(𝜌ሻ

max
𝑤∈𝑊, 𝑓𝑤 𝐿≤1

𝐸{𝜉,𝜌}~𝑃𝑟 𝑓𝑤 𝜉 − 𝐸𝜌~𝑃𝑔 𝑓𝑤(𝜌ሻ

min
𝜃

max
𝑤∈𝑊, 𝑓𝑤 𝐿≤1

𝐸{𝜉,𝜌}~𝑃𝑟 𝑓𝑤 𝜉 − 𝐸𝜍~𝑃𝑧 𝑓𝑤(𝑔𝜃(𝜍ሻሻ



Wasserstein-Distance for TPP
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Wasserstein-GAN for TPP
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discriminator generator Regularization: 1-Lipschitz 
condition in WGAN

min-max
Adversarial

distance between sequences

Final Objective with penalty to guarantee Lipschitz limitation 



Synthetic datasets
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• IP: Inhomogeneous process
• SE: Self-exciting process 
• SC: Self-correcting process 
• NN: Recurrent Neural Network process 



Event sequence learning application case
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Medical information mining

Data source: MIMIC III

https://mimic.physionet.org

Job hopping record

Data source: web crawling

https://github.com/Hongteng

Xu/Hawkes-Process-

Toolkit/blob/master/Data/Link

edinData.mat

IPTV log data

TV viewing behavior of 7,100 users

https://github.com/HongtengXu/Hawke

s-Process-

Toolkit/blob/master/Data/IPTVData.mat

Stock trading data

700,000 high-frequency transaction

records in one day

https://github.com/dunan/NeuralPointProcess/

tree/master/data/real/book order.



Event sequence learning application case
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Outline
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1. Introduction of point process

2. Classic statistical learning of TPP

3. Deep learning for TPP

4. Wasserstein adversarial learning for TPP

5. Reinforcement learning for TPP

6. Embedding for multi-dimensional TPP



Reinforcement Learning for TPP
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Given a sequence of past events 𝑠𝑡 = {𝑡𝑖}𝑡𝑖<𝑡

The stochastic policy 𝜋𝜃(𝑎|𝑠𝑡ሻ samples action 𝑎 as inter-

event time, where 𝑡𝑖+1 = 𝑡𝑖 + 𝑎

Relation about intensity

If given a reward function 𝑟(𝑡ሻ

𝜆𝜃 𝑡 𝑠𝑡𝑖 =
𝜋𝜃(𝑡−𝑡𝑖|𝑠𝑡𝑖ሻ

𝑡𝑖׬−1

𝑡
𝜋𝜃(𝜏−𝑡𝑖|𝑠𝑡𝑖ሻ𝑑𝜏

𝜋𝜃
∗ = argmax 𝐽 𝜋𝜃 ≔ 𝐸𝜂~𝜋𝜃 ෍

𝑖=1

𝑁𝑇
𝜂

𝑟(𝑡𝑖ሻ
[Li et al, 2018]

[1] Learning temporal point processes via reinforcement learning. In NIPS, 2018

Here regard policy as the 
conditional density function f*



Reinforcement Learning for TPP
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However, only the expert’s sequences are observed

Solution: Inverse Reinforcement Learning (IRL)

Given the expert policy 𝜋𝐸

The final optimal policy can be obtained by

𝑟∗ = argmax 𝐸𝜉~𝜋𝐸 ෍
𝑖=1

𝑁𝑇
𝜉

𝑟(𝜏𝑖ሻ − max
𝜋𝜃

𝐸𝜂~𝜋𝜃 ෍
𝑖=1

𝑁𝑇
𝜂

𝑟(𝑡𝑖ሻ

𝜋𝜃
∗ = RL ∘ IRL(𝜋𝐸ሻ



Policy Network
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Adopt the recurrent neural network (RNN) to generate

the action

Common distributions such as exponential and Rayleigh

distributions would satisfy such constraint

𝑎𝑖~𝜋 𝑎 𝛩 ℎ𝑖−1 , ℎ𝑖 = 𝜓(𝑉𝑎𝑖 +𝑊ℎ𝑖−1ሻ

generator 𝜋

𝜋 𝑎 𝛩 ℎ = 𝛩 ℎ ∙ exp(−𝛩 ℎ 𝑎ሻ or  𝜋 𝑎 𝛩 ℎ = 𝛩 ℎ ∙ exp(−𝛩 ℎ 𝑎2/2ሻ



Reward Function Class
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The reward function directly quantifies the discrepancy

between 𝜋𝐸 and 𝜋𝜃, and it guides the optimal policy

Choose the reward 𝑟(𝑡ሻ in the unit ball in RKHS

Using the reproducing property

Also one can obtain

𝜙 𝜂 ≔ න
[0,𝑇ሻ

𝑘 𝑡,∙ 𝑑𝑁𝑡
(𝜂ሻ 𝜇𝜋𝜃 ≔ 𝐸𝜂~𝜋𝜃[𝜙 𝜂 ]

feature mapping from data space to R mean embedding of the intensity in RKHS

𝐽 𝜋𝜃 ≔ 𝐸𝜂~𝜋𝜃 ෍

𝑖=1

𝑁𝑇
𝜂

𝑟 𝑡𝑖 = 𝐸𝜂~𝜋𝜃 න
0,𝑇

𝑟, 𝑘 𝑡,∙ 𝐻𝑑𝑁𝑡
𝜂

= 𝑟, 𝜇𝜋𝜃 𝐻

𝐽 𝜋𝜃 = 𝑟, 𝜇𝜋𝐸 𝐻
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Then, reward function can be obtained by

where 𝑟∗ ∙ 𝜋𝐸 , 𝜋𝜃 =
𝜇𝜋𝐸−𝜇𝜋𝜃

||𝜇𝜋𝐸−𝜇𝜋𝜃||𝐻
∝ 𝜇𝜋𝐸 − 𝜇𝜋𝜃

Theorem: Let the family of reward function be the unit

ball in RKHS 𝐻 , i.e. ||𝑟||𝐻 ≤ 1 , then the optimal policy

obtained by solving

where

𝜋𝜃
∗ = argmin

𝜋𝜃
𝐷(𝜋𝐸 , 𝜋𝜃 , 𝐻ሻ

max
𝑟 𝐻≤1

min
𝜋𝜃

𝑟, 𝜇𝜋𝐸 − 𝜇𝜋𝜃 𝐻
= min

𝜋𝜃
max
𝑟 𝐻≤1𝑥

𝑟, 𝜇𝜋𝐸 − 𝜇𝜋𝜃 𝐻
= min

𝜋𝜃
max
𝑟 𝐻≤1

𝜇𝜋𝐸 − 𝜇𝜋𝜃 𝐻

𝐷 𝜋𝐸 , 𝜋𝜃 , 𝐻 = max
𝑟 𝐻≤1

𝐸𝜉~𝜋𝐸 ෍
𝑖=1

𝑁𝑇
𝜉

𝑟(𝜏𝑖ሻ − 𝐸𝜂~𝜋𝜃 ෍
𝑖=1

𝑁𝑇
𝜂

𝑟(𝑡𝑖ሻ
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Finite Sample Estimation. Given 𝐿 trajectories for expert

point processes and 𝑀 generated by 𝜋𝜃 with embedding

𝜇𝜋𝐸 and 𝜇𝜋𝜃 estimated by their empirical mean

Then for any 𝑡 ∈ [0, 𝑇ሻ, the estimated optimal reward

(without normalization) is

ො𝜇𝜋𝐸 =
1

𝐿
෍

𝑙=1

𝐿

෍
𝑖=1

𝑁𝑇
(𝑙ሻ

𝑘(𝜏𝑖
(𝑙ሻ
,∙ሻ ො𝜇𝜋𝜃 =

1

𝑀
෍

𝑚=1

𝑀

෍
𝑖=1

𝑁𝑇
(𝑚ሻ

𝑘(𝑡𝑖
(𝑚ሻ

,∙ሻ

Ƹ𝑟∗ 𝑡 ∝
1

𝐿
෍

𝑙=1

𝐿

෍
𝑖=1

𝑁𝑇
𝑙

𝑘 𝜏𝑖
𝑙
, 𝑡 −

1

𝑀
෍

𝑚=1

𝑀

෍
𝑖=1

𝑁𝑇
(𝑚ሻ

𝑘(𝑡𝑖
(𝑚ሻ

, 𝑡ሻ



Learning Algorithm

Junchi Yan, Deep Networks for TPP - KDD19 Tutorial 51

Learning via Policy Gradient

Equivalently optimize 𝐷(𝜋𝐸 , 𝜋𝜃 , 𝐻ሻ
2 instead of 𝐷(𝜋𝐸 , 𝜋𝜃 , 𝐻ሻ

After sampling 𝑀 trajectories from the current policy,

use one trajectory for evaluation and the rest 𝑀− 1

samples to estimate reward function.

𝛻𝜃𝐷(𝜋𝐸 , 𝜋𝜃 , 𝐻ሻ
2 = 𝐸𝜂~𝜋𝜃[෍

𝑖=1

𝑁𝑇
𝜂

𝛻𝜃 log(𝜋 𝑎𝑖 𝛩 ℎ𝑖−1 ሻ ∙ ෍
𝑖=1

𝑁𝑇
𝜂

Ƹ𝑟∗(𝑡𝑖ሻ ]



Algorithm and framework
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Illustration of the modeling framework.



Experiments
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QQ-plot for HP QQ-plot for HP1 KS test results: CDF of p-values.



Other Works for RL in Pont Process
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[Upadhyay et al 2018] use RL to model the marked point

process.

Deep reinforcement learning of marked temporal point processes. In NIPS, 2018



Other Works for RL in Pont Process
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[Wu et al 2019] cluster the sequences with different

temporal patterns into the underlying policies

Reinforcement Learning with Policy Mixture Model for Temporal Point Processes Clustering, https://arxiv.org/abs/1905.12345



Outline
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1. Introduction of point process

2. Classic statistical learning of TPP

3. Wasserstein adversarial learning for TPP

4. Reinforcement learning for TPP

5. Embedding for multi-dimensional TPP



Background

Someone buy something online. For example,
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4:30 pm, eggs 

8:30 am, fruits 9:00 am, tickets 11:30 am, lunch

4:00 pm, tickets

What is next time?

What is next commodity?

http://image.baidu.com/search/detail?ct=503316480&z=undefined&tn=baiduimagedetail&ipn=d&word=%E5%95%86%E5%93%81&step_word=&ie=utf-8&in=&cl=2&lm=-1&st=undefined&hd=undefined&latest=undefined&copyright=undefined&cs=3281070933,157035784&os=3912889585,1846537287&simid=5291267,491673043&pn=1&rn=1&di=236500&ln=1642&fr=&fmq=1564902708500_R&fm=&ic=undefined&s=undefined&se=&sme=&tab=0&width=undefined&height=undefined&face=undefined&is=0,0&istype=0&ist=&jit=&bdtype=0&spn=0&pi=0&gsm=0&objurl=http%3A%2F%2Fimg003.hc360.cn%2Fm8%2FM0B%2FC8%2F5C%2FwKhQplZK2fKEcRhvAAAAALgK-bg246.jpg&rpstart=0&rpnum=0&adpicid=0&force=undefined


Embedding for multi-dimensional TPP
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Main idea: 

marker        node

Graph representation 

with node embedding 

for events

Directed Graph

[Wu et al 2019] 

(commodity)



Graph node embedding by MLE (pretrain)
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Graph representation for Directed Graph (pre-trained)

Capture the edge and node information

Edge reconstruction probability → MLE

There may be indirect

influence form 𝑉1 to 𝑉5

Get the node representation

𝑝 𝑣𝑖 , 𝑣𝑗 =
1

1 + exp(−𝒚𝑖
𝑠T𝒚𝑗

𝑒ሻ

𝒚𝑖 = {𝒚𝑖
𝑠, 𝒚𝒊

𝑒}



Graph biased TPP
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Traditional deep TPP

GBTPP for events (nodes)

𝒉𝑛 is the hidden units

Graph bias term

Node propagation probability

GBTPP based on {𝒚𝑖}

𝒉𝑛−1= max{
}

𝑊𝑣𝑣𝑛−1 +𝑊𝑣𝑦𝑛−1
+𝑊𝑡𝑡𝑛−1 +𝑊ℎℎ𝑛−2 + 𝑏ℎ, 0

𝑏 𝒉𝑛−1, 𝒚𝑛, 𝒚𝑘 = 𝑅𝑒𝐿𝑢 𝑼𝑛,:
ℎ 𝒉𝑛−1 𝑝(𝒚𝑛 , 𝒚𝑘ሻ



Graph biased TPP
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For conventional intensity function

Density function

𝜆∗ 𝑡 = exp(𝐯ℎT ∙ 𝒉𝑛−1 + 𝐯𝑦T ∙ 𝒚𝑛 + 𝑤𝑡 𝑡 − 𝑡𝑗 + 𝑏ሻ

past history 
influence

Exciting 
kernel 

function

base 
intensity

direct node 
influence

𝑓∗ 𝑡 = 𝜆∗ 𝑡 exp(−න
𝑡𝑗

𝑡

𝜆∗ 𝜏 𝑑 𝜏ሻ

= exp{𝐯ℎT ∙ 𝒉𝑛−1 + 𝐯𝑦T ∙ 𝒚𝑛 + 𝑤൫

൯

𝑡

− 𝑡𝑗 + 𝑏 −
1

𝑤
൫

൯

exp൫

൯

𝐯ℎT ∙ 𝒉𝑛−1 + 𝐯𝑦T ∙ 𝒚𝑛

+ 𝑤 𝑡 − 𝑡𝑗 + 𝑏 − exp 𝐯ℎT ∙ 𝒉𝑛−1 + 𝐯𝑦T ∙ 𝒚𝑛 + 𝑏 }



Graph biased TPP
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Marker’s  one-hot 
representation

Node Embedding by
pretrain (constant)

Marker’s 
embedding

Event history 
embedding

Time feature, e.g., 
tn-1 = Tn - Tn-1

Intensity of direct 
influence is related 
to event history
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Node prediction accuracy and standard deviation 

Time prediction RMSE and standard deviation 

Node Prediction Accuracy

& Time Prediction RMSE

✓ MC: Markov Chain (1st 2nd

3rd -order)

✓ PP:  homogeneous Poisson 
Process

✓ HP: Hawkes Process

✓ SCP: Self-Correcting Process

✓ CTMC: Continuous-Time 
Markov Chain

✓ RMTPP: Recurrent Marked 
Temporal Point Process

✓ GBTPP: Graph Biased 
Temporal Point Process）



Experiments
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Top-5 Node Prediction Accuracy

Higgs Twitter Dataset MemeTracker Dataset



Reference
[1] L. Li and H. Zha. Learning parametric models for social infectivity in multidimensional 

Hawkes processes. In AAAI, 2014

[2] N. Du, H. Dai, R. Trivedi, U. Upadhyay, M. Gomez-Rodriguez, and L. Song. Recurrent 
marked temporal point processes: Embedding event history to vector. In KDD, 2016.

[3] K. Zhou, L. Song and H. Zha. Learning Social Infectivity in Sparse Low-rank Networks 
Using Multi-dimensional Hawkes Processes. In AISTATS 2013

[4] S. Xiao, M. Farajtabar, X. Ye, J. Yan, L. Song, and H. Zha. Wasserstein learning of deep 
generative point process models. In NIPS, 2017.

[5] S. Li, S. Xiao, S. Zhu, N. Du, Y. Xie, and L. Song. Learning temporal point processes via 
reinforcement learning. In NIPS, 2018.

[6] W. Wu, H. Zha. Modeling Event Propagation via Graph Baised Point Process. 
Submitted to TNNLS 2019

[7] U. Upadhyay, A. De, and M. G. Rodriguez. Deep reinforcement learning of marked 
temporal point processes. In NIPS, 2018.

[8] W. Wu,  J. Yan, X. Yang, H. Zha. Reinforcement Learning with Policy Mixture Model 
for Temporal Point Processes Clustering, https://arxiv.org/abs/1905.12345

Junchi Yan, Deep Networks for TPP - KDD19 Tutorial 65



IEEE TNNLS Special Issue on ST-PP

Junchi Yan, Deep Networks for TPP - KDD19 
Tutorial

66



Thanks
Q&A

yanjunchi@sjtu.edu.cn

Junchi Yan, Deep Networks for TPP - KDD19 Tutorial 67


